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ABSTRACT
Social Media are nowadays the privileged channel for information
spreading and news checking. Unexpectedly for most of the users,
automated accounts, also known as social bots, contribute more and
more to this process of news spreading. Beside the fruitful activities
of benign bots, social platforms are unfortunately overwhelmed by
malicious ones, which aim at perturbing the user base for altering
the political, cultural, and economic perception of real-world facts.
Using Twitter as a benchmark, we consider the traffic exchanged,
over one month of observation, on a specific topic, namely the
migration flux from Northern Africa to Italy. We measure the signif-
icant traffic of tweets only, by implementing an entropy-based null
model that discounts the activity of users and the virality of tweets.
Result show that social bots play a central role in the exchange
of significant content. Indeed, not only the strongest hubs have a
number of bots among their followers higher than expected, but
furthermore a group of them, that can be assigned to the same polit-
ical matrix, share a common set of bots as followers. The retwitting
activity of such automated accounts amplifies the presence on the
platform of the hubs’ messages.
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1 INTRODUCTION
Since a decade microblogging platforms, like Twitter, have become
prominent sources of information [23], catching breaking news and
anticipatingmore traditional media like radio and television [20]. In-
deed the 2018 Eurobarometer report on news consumption presents
a clear increasing trend of popularity of online news sources with
respect to traditional ones. Albeit this widespread favour, online
media are not trusted as their offline counterparts [37]: in a survey
conducted in autumn 2017, 59% of respondents said they trusted ra-
dio content, while only 20% said they trusted information available
on online social networks. Even beside the perception of common
users, the presence of fake contents has indeed been revealed in sev-
eral research work, both at level of news per se and of fake accounts
contributing to spreading them, see, e.g., [7, 9, 14, 27, 30]. Actually,
on Twitter we assist to the proliferation of social accounts governed
- completely or in part - by pieces of software that automatically
create, share, and like contents on the platform. Such software,
also known as social bots - or simply bots - can be programmed to
automatically post information about news of any kind and even to
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Figure 1: Affiliation network as resulted from the validated projection of the bipartite network of verified and unverified users.
The 3 main communities have a clear interpretation: in blue there are the accounts in the right wing and Movimento 5 Stelle;
in red the ones from the Italian Democratic Party; in violet the community of NGO’s and official newspaper and newcast
accounts. The dimension of the nodes is proportional to their degree.

provide help during emergencies. Unfortunately, our online ecosys-
tem is constantly threatened by malicious social bots, recently
deemed responsible for tampering with online discussions about
major political election in western countries, including the 2016 US
presidential elections, and the UK Brexit referendum [2, 4, 13, 15].
Recent work demonstrates that social bots are particularly active
in spreading low credibility content and amplifying their visibil-
ity [30]. They also target influential people, bombarding them with
hateful contents [35], and they even interact with users according
to their political opinion[18]. Bots’ actions do not spare financial
markets: as much as 71% of the authors of suspicious tweets about
US stocks have been classified as bots by a state-of-the-art spambot
detection algorithm [10].
Estimates conducted on Twitter report that, on average, social bots
account for 9% to 15% of total active platform users [38]. This no-
table percentage is highly due to the crucial issue that bots evolve
over time: in a large-scale experiment, it has been proved that

neither Twitter admins, nor tech-savvy social media users, nor
cutting-edge applications were able to tell apart evolving bots and
legitimate users [8].
Academicians make their best efforts to fight the never ending
plague of malicious bots populating social networks. The literature
offers a plethora of successful approaches, based, e.g., on profile-
[1, 7], network- [24, 39, 40], and posting-characteristics [5, 9, 17] of
the accounts. In particular, the supervised approach proposed in [7]
tested a series of rules and features from both the grey literature
and the official publications on a reference dataset of genuine and
fake accounts, leading to the implementation of a classifier which
significantly reduces the cost for data gathering.
Remarkably, all the previous analyses rarely tackle the effect of ran-
dom noise, which is indeed of utmost importance when studying
complex systems. In [21], Jaynes showed how Statistical Physics
could be derived from Information Theory from an entropy maxi-
mization principle. Following Jaynes work, in recent years the same
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approach has been extended to complex networks [6, 16, 26, 32, 33],
to provide an unbiased benchmark for the analysis, by filtering out
random noise. Such entropy-based null-models have demonstrated
their effectiveness in reconstructing a network from partial infor-
mation [31], in detecting early signals of structural changes [28, 34]
and in assessing the systemic risk of a financial system [12, 19].
The approach is general and unbiased, being based on the concept
of Shannon entropy. In a nutshell, starting from the real network,
the method relies on three steps: 1. the definition of an ensemble
of graphs; 2. the definition of the entropy for this ensemble and its
maximization up to some (local or global) constraints [26]; 3. the
maximization of the likelihood of the real network [16, 32].
In the present study, we merge the application of bot detection tech-
niques with the use of an entropy-based null-model for the analysis
of the content exchange on Twitter in the Italian debate about reg-
ulating the migration flux from Northern Africa. The corpus we
analyzed resulted to be extremely informative in highlighting some
otherwise hidden features of the dissemination of information in
that debate, as we are going to describe in the following.

2 RESULTS AND DISCUSSION
In order to get the political affiliation of users, we focused on the
bipartite network in which the two layers represent verified and
unverified users, respectively, and the (undirected) links label the
interactions between the two classes. The main idea is to infer
the inclination of users towards a political point of view from (a
proxy of) their contacts: if two users share a great amount of fol-
lowers and followees, they probably have a similar political polar-
ization. Following the strategy of [28], we use the above mentioned
entropy-based framework to project the bipartite network on the
layer of verified users, whose account information is reliable. Veri-
fied users have been clustered into 3 main groups, see Fig. 1: one
group includes government representatives, the right wing and
the Movimento 5 Stelle party; a second group includes the Italian
Democratic party; a third one includes NGOs, online and offline
media, journalists and some VIPs. Confirming results presented in
other studies [11, 25, 27, 29], the polarization of unverified users is
particularly strong: they interact quite exclusively with accounts
of a single community. Differently than in other studies [3], the
interaction of unverified users with verified ones is limited, and
affects only one half of the total amount of unverified users. This is
probably due to the fact that we focus on a debate that is wider than
an election campaign and that could stimulate exchanges between
users who do not usually participate in political discussions. Thus,
we iteratively assign group memberships to unverified users, based
on the political affiliation of the majority of all their followers and
followees. This procedure reduces the number of unpolarized ac-
counts of more than 35%. Curiously, the ratio of bot accounts that
remain unpolarized after the ‘political contagion’ is higher than the
analogous for all users. In any case, in the following, we will see
that users, automated or not, taking effectively part to the debate
are mostly polarized.

Finally, we extract the non trivial content exchange by adopting
the validated projection developed in [3]: this permits to detect the
significant flow of messages among users, discounting, at the same
time, the virality of messages, the retweetting activity of users and

their productivity in writing tweets. Such an approach provides the
‘backbone’ of the content exchange among users on Twitter.

The network represented in Fig. 2 is extremely informative for
different reasons. The validated network contains only 14,883 vali-
dated users out of the 127,275 users in the dataset. This highlights
the fact that just a minority of all users effectively contributes to the
online debate on the migration flow. Interestingly, we found that
the incidence of bots on the validated network is almost one third
of the analogous measure on the entire dataset, signaling that the
number of bots whose retweets are non compatible with a random
activity is just a small minority. Since the target of a social bot is
to increase audience of the online content of a specific user, such a
reduction shows that the number of bots affecting significantly the
political debate is limited.

The set of validated users is much more polarized than the whole
set of users: we have that the overall fraction of unpolarized ac-
counts represents more than 40% of all the accounts and more than
50% of the automated ones, while when considering the validated
network, the same ratio is around 10% for the former and around
5% for the latter. Otherwise stated, the polarized bots pass the vali-
dation process more easily than their unpolarized counterparts and
their contribution in spreading messages is more significant.

All the accounts that are mostly effective in delivering their
messages (i.e., the Hubs [22]) refer to the blue area in Fig. 1, where
we can find representatives of the the government in charge and
the right wing. The first account referring to a community different
from the blue one is the official account of the newscast ‘TgLa7’, at
position 176th in the hub ranking.

The contribution of bots to the visibility of the various accounts
shows that the fraction of bots that significantly retweet the content
of two right wing political leaders (Mr. Salvini and Ms. Meloni) is
greater than the incidence of bots in the validated network. Inter-
estingly enough, other hubs show a smaller presence of bots among
their followers, even if their hub score is not that different from the
two political leaders.

Finally, we have that some hubs do share their bots: indeed we
found non trivial overlap among the bots following the strongest
hubs in the validated network; as mentioned before, the strongest
hubs are from the right wing political area. To the best of our
knowledge, this is the first time that such a behaviour is reported:
in analyses tackling the same problem [35, 36, 38], only star-like
sub-graphs were observed, with a big number of bots among the
followers of a (presumably) human user. We underline that the
considered shared bots are particularly effective, since they are vali-
dated by the entropy-based projection. Actually, the group of “right
wing" bots, supporting at the same time various human accounts,
is not the only one in the set, but it is the greatest: if we consider
the subgraphs of human accounts sharing their bots, the former
has 172 nodes against 58 of the latter. Moreover the first subgraph
is by far more efficient; indeed, in the second one the greatest hub
score ranks 176th.

It is well known that bots aim at increasing popularity of users
by retweetting their messages, see, e.g., [8]: exactly what is revealed
by the entropy-based filtering. The latter turns out to be extremely
helpful, since it hits one feature of an automated account that cannot
be avoided by programmers. To the best of our knowledge, the study
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Figure 2: The validated network of content exchange; nodes have been colored according to the community of the previous 1.
The dimension of the nodes is proportional to their hub score.

here presented is the first investigation that merges bot detection
and entropy-based analysis of Twitter traffic. Moreover, the ob-
tained results are in line with the previous work of [30], where
the authors showed how bots massively support the spread of (low
credibility) content. At the same time, the present outcome con-
tributes in a different way, being not specifically focused on fake
news, whereas [30] concentrates on the way fake news become
viral. Interestingly enough, among the many studies of the 2016 US
presidential election, Grinberg et al. [18] analyzed the proliferation
of fake news on Twitter and determined both fake news spreaders
and exposed users. Remarkably, it was found that fake news was
‘most concentrated among conservative voters’. The role of bots in
effectively conveying a message - for the first time here highlighted
even in a ‘shared fashion’ - and the spreading of fake news in online
debates of great importance [18, 30] leads us to a promising future
direction of study, which include a deeper analysis of the exchanged
messages, like the extraction of their sentiment and the contained
mentions.
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